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ASSIGNMENT 2 - SOLUTIONS

Exercise 1 (Finite classes are learnable). In this exercise we will show that any finite class is
learnable. More specifically we will establish the following result: Theorem: Let H be a finite
set functions. Then, for any empirical risk minimization (ERM) function f̂Sm we have

PSm({Sm : PX(f̂Sm(X) 6= f(X)) > ε}) ≤ |H|e−εm

for any data distribution and for any f ∈ H.

1. Define the set of bad hypothesis as

HB = {h ∈ H : PX(h(X) 6= f(X)) > ε})}

and define the set of misleading samples as

M = {Sm : ∃h ∈ HB such that LSm(h) = 0}

Use realizability to show that (and this is the main step of the proof)

PSm({Sm : PX(f̂Sm(X) 6= f(X)) ≥ ε}) ≤ PSm(M)

2. Argue that
PSm(M) ≤

∑
h∈HB

PSm(Sm : LSm(h) = 0)

3. Argue that
PSm(Sm : LSm(h) = 0) ≤ (1− ε)m

4. Conclude the proof.

Solution. 1. Because of the realizability assumption (f ∈ H) we have that there exists an h ∈ H
such that f̂Sm = h and LSm(h) = 0. Therefore

PSm({Sm : PX(f̂Sm(X) 6= f(X)) > ε})
= PSm({Sm :PX(f̂Sm(X) 6= f(X)) > ε} ∩ {Sm : f̂Sm = h, LSm(h) = 0 for some h ∈ H})
= PSm({Sm :f̂Sm = h, LSm(h) = 0 for some h ∈ HB})

≤ PSm(LSm(h) = 0 for some h ∈ HB)

2. Union bound
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3. PSm(LSm(h) = 0) = PSm(h(Xi) = f(Xi), 1 ≤ i ≤ m) = [PX(h(X) = f(X))]m ≤ (1− ε)m
where the upper bound holds for any h ∈ HB

4. Since |HB| ≤ |H| and (1− ε)m ≤ e−εm (which follows from the inequality lnx ≤ x− 1)

PSm({Sm : PX(f̂Sm(X) 6= f(X)) ≥ ε}) ≤ |HB|(1− ε)m ≤ |H|e−mε

Exercise 2 (No Free Lunch Theorem). In this exercise we show that ifH is unrestricted, that is ifH
contains all the functions from X to Y then PAC learning H requires a “huge” number of samples,
of the order of |X |:
Theorem: LetH denote the set of all functions from X to Y . Then the number of samples m needed
to PAC learnH with accuracy ε = 1/8 and confidence δ = 1/8, mH(1/8, 1/8), is at least |X |/2.

1. Suppose first that |X | < ∞ and that Y = {0, 1}. Let f̂Sm(·) be a predictor algorithm for the
class H. Let the test symbol X ∈ X and the training sequence Sm = S1, S2 . . . Sm ∈ Xm be
i.i.d. ∼ P for some distribution P . Justify the following inequalities:

sup
h∈H

ESm [PX(f̂Sm(X) 6= h(X)]

≥ EhESm(PX(f̂Sm(X) 6= h(X)) for any distribution over h (1)

= EhESmEX(11{f̂Sm(X) 6= h(X)} (2)

= Ph,Sm,X(f̂Sm(X) 6= h(X)) (3)

≥ Ph,Sm,X(f̂Sm(X) 6= h(X))|X /∈ {S1, . . . , Sm})PSm,X(X /∈ {S1, . . . , Sm}) (4)

2. Suppose h is uniformly distributed over the set of functions from X to {0, 1}. Show that

Ph,Sm,X(f̂Sm(X) 6= h(X)|X /∈ {S1, . . . , Sm}) = 1/2.

3. Let PX be the uniform distribution over X . Show that

PSm,X(X /∈ {S1, . . . , Sm}) ≥
|X | −m
|X |

.

4. Argue that there exists h and a data distribution such that

PSm,X(f̂Sm(X) 6= h(X)) ≥ 1

4

whenever m ≤ |X |/2.

5. Define events (for notational convenience)

E = {X,Sm : f̂Sm(X) 6= h(X)}

Eε = {Sm : PSm,X(f̂Sm(X) 6= h(X)) ≥ ε}
Argue that there exists a function h and a data distribution such that

1

4
≤ PSm,X(E) ≤ Pr(Sm ∈ Eε) + ε.
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6. Conclude that mH(1/8, 1/8) ≥ |X |/2.

7. Show that the previous bound also holds if |Y| > 2.

Solution. 1. (1) follows from the fact that the supremum is at least as large as (any weighted)
average.

2. Follows from the fact that for any value of X , h(X) is uniformly distributed and independent
of f̂Sm(X).

3. Follows from the fact that over m trials X takes at most m different values.

4. Follows from 2.3. and the fact that if the inequality holds on average over h it also holds for
at least one specific h.

5. Follows from

PSm,X(E) = PSm,X(E|Sm ∈ Eε)Pm
S (S

m ∈ Eε) + PSm,X(E|Sm /∈ Eε)Pm
S (S

m /∈ Eε)

6. Follows from 5. with ε = 1/8.

7. The only place where we used that |Y| = 2 is in item 2. For the general case the 1/2 should
be replaced by ((|Y| − 1)/|Y|) which is always ≥ 1/2. Hence, the result also holds for any
|Y| ≥ 2.
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